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Motivation

Rewards are not Scalar

“According to the now canonical theory, reward predictions are represented as a 
single scalar quantity, which supports learning about the expectation, or mean, of 
stochastic outcomes…”

Multiplicity of Future Outcomes

“We hypothesized that the brain represents possible future rewards not as a single 
mean, but instead as a probability distribution, effectively representing multiple 
future outcomes simultaneously and in parallel….”



Motivation 

Distributional value coding arises from a diversity of relative 
scaling of positive and negative prediction errors



Agenda

Q-Value (Continued)

• QT-Opt: Scalable Deep Reinforcement Learning for Vision-Based Robotic 
Manipulation
Make distributed Q-learning (+variants) work for real applications

Distributional RL
• A Comparative Analysis of Expected and Distributional Reinforcement Learning

What is Distributional RL? Does any of this work at all? If yes, then when? 

• Statistics and Samples in Distributional Reinforcement Learning
How and when Categorical and Quantile regression is insufficient. Hence Expectiles!


